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Selection on Unobservables

Problem

Often there are reasons to believe that treated and untreated units
differ in unobservable characteristics that are associated with
potential outcomes even after controlling for differences in
observed characteristics.

In such cases, treated and untreated units are not directly
comparable. What can we do then?



Example: Minimum wage laws and employment

Do higher minimum wages decrease low-wage employment?

Card and Krueger (1994) consider impact of New Jersey’s
1992 minimum wage increase from $4.25 to $5.05 per hour

Compare employment in 410 fast-food restaurants in New
Jersey and eastern Pennsylvania before and after the rise

Survey data on wages and employment from two waves:

Wave 1: March 1992, one month before the minimum wage
increase
Wave 2: December 1992, eight months after increase



Locations of Restaurants (Card and Krueger 2000)



Wages Before Rise in Minimum Wage



Wages After Rise in Minimum Wage



Outline

1 Difference-in-Differences: Setup

2 Difference-in-Differences: Identification

3 Difference-in-Differences: Estimation

4 Difference-in-Differences: Threats to Validity



Two Groups and Two Periods

Definition

Two groups:

D = 1 Treated units

D = 0 Control units

Two periods:

T = 0 Pre-Treatment period

T = 1 Post-Treatment period

Potential outcomes Yd(t):

Y1i (t) potential outcome unit i attains in period t when
treated between t and t − 1

Y0i (t) potential outcome unit i attains in period t with
control between t and t − 1



Two Groups and Two Periods

Definition

Causal effect for unit i at time t is

τit = Y1i (t)− Y0i (t)

Observed outcomes Yi (t) are realized as

Yi (t) = Y0i (t) · (1− Di (t)) + Y1i (t) · Di (t)

Fundamental problem of causal inference:

If D only occurs when t = 1, then for the treatment group
(Di = 1) we have: Yi (1) = Y0i (1) · (1−Di (1)) +Y1i (1) ·Di (1)

= Y1i (1) (i.e. we don’t get to see Y0i (1) for the treated)

Estimand (ATT)

Focus on estimating the average effect of the treatment on the
treated: τATT = E [Y1i (1)− Y0i (1)|D = 1]



Two Groups and Two Periods

Estimand (ATT)

τATT = E [Y1i (1)− Y0i (1)|D = 1]

Post-Period (T=1) Pre-Period (T=0)

Treated Di=1 E [Y1i (1)|Di = 1] E [Y0i (0)|Di = 1]

Control Di=0 E [Y0i (1)|Di = 0] E [Y0i (0)|Di = 0]

Problem

Missing potential outcome: E [Y0i (1)|D = 1], ie. what is the
average post-period outcome for the treated in the absence of the
treatment?



Two Groups and Two Periods

Estimand (ATT)

τATT = E [Y1i (1)− Y0i (1)|D = 1]

Post-Period (T=1) Pre-Period (T=0)

Treated Di=1 E [Y1i (1)|Di = 1] E [Y0i (0)|Di = 1]

Control Di=0 E [Y0i (1)|Di = 0] E [Y0i (0)|Di = 0]

Control Strategy: Before vs. After

Use: E [Yi (1)|Di = 1]− E [Yi (0)|Di = 1]



Two Groups and Two Periods

Estimand (ATT)

τATT = E [Y1i (1)− Y0i (1)|D = 1]

Post-Period (T=1) Pre-Period (T=0)

Treated Di=1 E [Y1i (1)|Di = 1] E [Y0i (0)|Di = 1]

Control Di=0 E [Y0i (1)|Di = 0] E [Y0i (0)|Di = 0]

Control Strategy: Before vs. After

Use: E [Yi (1)|Di = 1]− E [Yi (0)|Di = 1]

Assumes: E [Y0i (1)|Di = 1]= E [Y0i (0)|Di = 1]



Two Groups and Two Periods

Estimand (ATT)

τATT = E [Y1i (1)− Y0i (1)|D = 1]

Post-Period (T=1) Pre-Period (T=0)

Treated Di=1 E [Y1i (1)|Di = 1] E [Y0i (0)|Di = 1]

Control Di=0 E [Y0i (1)|Di = 0] E [Y0i (0)|Di = 0]

Control Strategy: Treated-Control Comparison in Post-Period

Use: E [Yi (1)|Di = 1]− E [Yi (1)|Di = 0]



Two Groups and Two Periods

Estimand (ATT)

τATT = E [Y1i (1)− Y0i (1)|D = 1]

Post-Period (T=1) Pre-Period (T=0)

Treated Di=1 E [Y1i (1)|Di = 1] E [Y0i (0)|Di = 1]

Control Di=0 E [Y0i (1)|Di = 0] E [Y0i (0)|Di = 0]

Control Strategy: Treated-Control Comparison in Post-Period

Use: E [Yi (1)|Di = 1]− E [Yi (1)|Di = 0]

Assumes: E [Y0i (1)|Di = 1]= E [Y0i (1)|Di = 0]



Two Groups and Two Periods

Estimand (ATT)

τATT = E [Y1i (1)− Y0i (1)|D = 1]

Post-Period (T=1) Pre-Period (T=0)

Treated Di=1 E [Y1i (1)|Di = 1] E [Y0i (0)|Di = 1]

Control Di=0 E [Y0i (1)|Di = 0] E [Y0i (0)|Di = 0]

Control Strategy: Difference-in-Differences (DD)

Use:{
E [Yi (1)|Di = 1]− E [Yi (1)|Di = 0]

}
−{

E [Yi (0)|Di = 1]− E [Yi (0)|Di = 0]
}



Two Groups and Two Periods

Estimand (ATT)

τATT = E [Y1i (1)− Y0i (1)|D = 1]

Post-Period (T=1) Pre-Period (T=0)

Treated Di=1 E [Y1i (1)|Di = 1] E [Y0i (0)|Di = 1]

Control Di=0 E [Y0i (1)|Di = 0] E [Y0i (0)|Di = 0]

Control Strategy: Difference-in-Differences (DD)

Use:{
E [Yi (1)|Di = 1]− E [Yi (1)|Di = 0]

}
−{

E [Yi (0)|Di = 1]− E [Yi (0)|Di = 0]
}

Assumes: E [Y0i (1)− Y0i (0)|Di = 1] = E [Y0i (1)− Y0i (0)|Di = 0]



Graphical Representation: Difference-in-Differences
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Graphical Representation: Difference-in-Differences
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Graphical Representation: Difference-in-Differences
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Graphical Representation: Difference-in-Differences
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Outline

1 Difference-in-Differences: Setup

2 Difference-in-Differences: Identification

3 Difference-in-Differences: Estimation

4 Difference-in-Differences: Threats to Validity



Identification with Difference-in-Differences

Identification Assumption (parallel trends)

E [Y0(1)− Y0(0)|D = 1] = E [Y0(1)− Y0(0)|D = 0]

Identification Result

Given parallel trends the ATT is identified as:

E [Y1(1)− Y0(1)|D = 1] =
{
E [Y (1)|D = 1]− E [Y (1)|D = 0]

}
−

{
E [Y (0)|D = 1]− E [Y (0)|D = 0]

}



Identification with Difference-in-Differences

Identification Assumption (parallel trends)

E [Y0(1)− Y0(0)|D = 1] = E [Y0(1)− Y0(0)|D = 0]

Proof.

Note that the identification assumption implies
E [Y0(1)|D = 0] = E [Y0(1)|D = 1]− E [Y0(0)|D = 1] + E [Y0(0)|D = 0]
plugging in we get

{E [Y (1)|D = 1]− E [Y (1)|D = 0]} − {E [Y (0)|D = 1]− E [Y (0)|D = 0]}
= {E [Y1(1)|D = 1]− E [Y0(1)|D = 0]} − {E [Y0(0)|D = 1]− E [Y0(0)|D = 0]}
= {E [Y1(1)|D = 1]− (E [Y0(1)|D = 1]− E [Y0(0)|D = 1] + E [Y0(0)|D = 0])}
− {E [Y0(0)|D = 1]− E [Y0(0)|D = 0]}
= E [Y1(1)− Y0(1)|D = 1] + {E [Y0(0)|D = 1]− E [Y0(0)|D = 0]}
− {E [Y0(0)|D = 1]− E [Y0(0)|D = 0]}
= E [Y1(1)− Y0(1)|D = 1]



Outline

1 Difference-in-Differences: Setup

2 Difference-in-Differences: Identification

3 Difference-in-Differences: Estimation

4 Difference-in-Differences: Threats to Validity



Difference-in-Differences: Estimators

Estimand (ATT)

E [Y1(1)− Y0(1)|D = 1] =
{
E [Y (1)|D = 1]− E [Y (1)|D = 0]

}
−

{
E [Y (0)|D = 1]− E [Y (0)|D = 0]

}

Estimator (Sample Means: Panel)

{
1

N1

∑
Di=1

Yi (1)− 1

N0

∑
Di=0

Yi (1)

}
−

{
1

N1

∑
Di=1

Yi (0)− 1

N0

∑
Di=0

Yi (0)

}

=

{
1

N1

∑
Di=1

{Yi (1)− Yi (0)} − 1

N0

∑
Di=0

{Yi (1)− Yi (0)}

}
,

where N1 and N0 are the number of treated and control units respectively.



Sample Means: Minimum wage laws and employmentTHE AMERICAN ECONOMIC REVlEW SEPTEMBER 1994 

TABLE 3-AVERAGE EMPLOYMENT 	 THE RISE PER STORE BEFORE AND I ~ E R  


IN NEW JERSEY MINIMUM WAGE 


Stores by state Stores in New Jersey a Differences within N J ~  

Variable 
PA 
(i) 

NJ 
(ii) 

Difference, 
NJ-PA 

(iii) 

Wage = 

$4.25 
(iv) 

Wage = 

$4.26-$4.99 
(v) 

Wage r 
$5.00 
(vi) 

Low-
high 
(vii) 

Midrange-
high 
(viii) 

1. FTE employment before, 
all available observations 

2. FTE employment after, 
all available observations 

3. Change in mean FTE 
employment 

4. Change in mean FTE 
employment, balanced 
sample of storesC 

5. Change in mean FTE 
employment, setting 
FTE at temporarily 
closed stores to O d  

Notes: Standard errors are shown in parentheses. The sample consists of all stores with available data on employment. FTE 
(full-time-equivalent) employment counts each part-time worker as half a full-time worker. Employment at six closed stores 
is set to zero. Employment at four temporarily closed stores is treated as missing. 

astares in New Jersey were classified by whether starting wage in wave 1 equals $4.25 per hour ( N  = 101), is between 
$4.26 and $4.99 per hour ( N  = 140), or is $5.00 per hour or higher ( N  = 73). 

b~ i f fe rencein employment between low-wage ($4.25 per hour) and high-wage ( 2$5.00 per hour) stores; and difference 
in employment between midrange ($4.26-$4.99 per hour) and high-wage stores. 

'Subset of stores with available employment data in wave 1 and wave 2. 
this row only, wave-2 employment at four temporarily closed stores is set to 0. Employment changes are based on the 

subset of stores with available employment data in wave 1 and wave 2. 

TABLE 4-REDUCED-FORM MODELS FOR CHANGE IN EMPLOYMENT 

Model 

Independent variable (i) (ii) (iii) (iv) (v) 

1. New Jersey dummy 2.33 2.30 - - -
(1.19) (1.20) 

2. Initial wage gapa - - 15.65 14.92 11.91 
(6.08) (6.21) (7.39) 

3. Controls for chain and 	 no  yes no  yes yes 
ownershipb 

4. Controls for regionC 
5. Standard error of regression 
6. Probability value for controlsd 

Notes: Standard errors a re  given in parentheses. T h e  sample consists of 357 stores 
with available data  on  employment and starting wages in waves 1 and 2. The  
dependent variable in all models is change in F T E  employment. T h e  mean and 
standard deviation of the dependent variable are  -0.237 and 8.825, respectively. All 
models include a n  unrestricted constant (not reported). 

aProportional increase in starting wage necessary to raise starting wage to  new 
minimum rate. For stores in Pennsylvania the wage gap is 0. 

b ~ h r e edummy variables for chain type and whether or  not the store is company- 
owned are included. 

'Dummy variables for two regions of New Jersey and two regions of eastern 
Pennsylvania are  included. 

d~robab i l i tyvalue of joint F test for exclusion of all control variables. 



Difference-in-Differences: Estimators

Estimator (Sample Means: Repeated Cross-Sections)

Let {Yi ,Di ,Ti}ni=1 be the pooled sample (the two different cross-sections
merged) where T is a random variable that indicates the period (0 or 1)
in which the individual is observed.

The difference-in-differences estimator is given by:{∑
Di · Ti · Yi∑
Di · Ti

−
∑

(1− Di ) · Ti · Yi∑
(1− Di ) · Ti

}
−
{∑

Di · (1− Ti ) · Yi∑
Di · (1− Ti )

−
∑

(1− Di ) · (1− Ti ) · Yi∑
(1− Di ) · (1− Ti )

}



Difference-in-Differences: Estimators

Estimator (Regression: Repeated Cross-Sections)

Alternatively, the same estimator can be obtained using regression
techniques. Consider the linear model:

Y = µ+ γ · D + δ · T + τ · (D · T ) + ε,

where E [ε|D,T ] = 0.

Easy to show that τ estimates the DD effect:

τ = {E [Y |D = 1,T = 1]− E [Y |D = 0,T = 1]}
− {E [Y |D = 1,T = 0]− E [Y |D = 0,T = 0]}



Difference-in-Differences: Estimators

Estimator (Regression: Repeated Cross-Sections)

Alternatively, the same estimator can be obtained using regression
techniques. Consider the linear model:

Y = µ+ γ · D + δ · T + τ · (D · T ) + ε,

where E [ε|D,T ] = 0.

After (T=1) Before (T=0) After - Before

Treated D=1 µ+ γ + δ + τ µ+ γ δ + τ

Control D=0 µ+ δ µ δ

Treated - Control γ + τ γ τ



Regression: Minimum wage laws and employment

> d <- read.dta("CK1994_longformat.dta",convert.

factors = FALSE)

> head(d[, c(’ID’, ’nj’, ’postperiod ’, ’emptot ’)])

ID nj postperiod emptot

1 1 0 0 40.50

2 1 0 1 24.00

3 2 0 0 13.75

4 2 0 1 11.50

5 3 0 0 8.50

6 3 0 1 10.50



Regression: Minimum wage laws and employment

with(d,

(

mean(emptot[nj == 1 & postperiod == 1], na.rm = TRUE

) -

mean(emptot[nj == 1 & postperiod == 0], na.rm = TRUE

)

) -

(mean(emptot[nj == 0 & postperiod == 1], na.rm =

TRUE) -

mean(emptot[nj == 0 & postperiod == 0], na.rm = TRUE

)

)

)

[1] 2.753606



Regression: Minimum wage laws and employment

> ols <- lm(emptot ~ postperiod * nj, data = d)

> coeftest(ols)

t test of coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 23.3312 1.0719 21.7668 < 2e-16 ***

postperiod -2.1656 1.5159 -1.4286 0.15351

nj -2.8918 1.1935 -2.4229 0.01562 *

postperiod:nj 2.7536 1.6884 1.6309 0.10331

Note: Should adjust standard errors to account for temporal dependence



Difference-in-Differences: Estimators

Estimator (Regression: Repeated Cross-Sections)

Can use regression version of the DD estimator to include covariates:

Y = µ+ γ · D + δ · T + τ · (D · T ) + X ′β + ε.

introducing time-invariant X ’s is not helpful (they get
differenced-out)

be careful with time-varying X ’s: they are often affected by the
treatment and may introduce endogeneity (e.g. price of meal)

always correct standard errors to account for temporal dependence

Can interact time-invariant covariates with the time indicator:

Y = µ+ γ · D + δ · T + α · (D · T ) + X ′β0 + (T · X ′)β1 + ε

⇒ X is used to explain differences in trends.



Difference-in-Differences: Estimators

Estimator (Regression: Panel Data)

With panel data we can estimate the difference-in-differences effect using
a fixed effects regression with unit and period fixed effects:

Yit = µ+ γi + δT + τDit + X ′
itβ + εit

One intercept for each unit γi

Dit coded as 1 for treated in post-period and 0 otherwise

Or equivalently we can use regression with the dependent variable in first
differences:

∆Yi = δ + τ · Di + ui ,

where ∆Yi = Yi (1)− Yi (0) and ui = ∆εi .



Regression: Minimum wage laws and employment

library(plm)

library(lmtest)

> d$Dit <- d$nj * d$postperiod

> d <- plm.data(d, indexes = c("ID", "postperiod"))

> did.reg <- plm(emptot ~ postperiod + Dit, data = d,

model = "within")

> coeftest(did.reg, vcov=function(x)

vcovHC(x, cluster="group", type="HC1"))

t test of coefficients:

Estimate Std. Error t value Pr(>|t|)

postperiod1 -2.2833 1.2465 -1.8319 0.06775 .

Dit 2.7500 1.3359 2.0585 0.04022 *



Regression: Minimum wage laws and employment

> firstdiff.mod <- plm(emptot ~ postperiod * nj,

data = d, model = "fd")

> coeftest(firstdiff.mod, vcov=function(x) vcovHC(x, type="HC0"))

t test of coefficients:

Estimate Std. Error t value Pr(>|t|)

postperiod1 -2.2833 1.2465 -1.8319 0.06775 .

postperiod1:nj 2.7500 1.3359 2.0585 0.04022 *

---

Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1



Outline

1 Difference-in-Differences: Setup

2 Difference-in-Differences: Identification

3 Difference-in-Differences: Estimation

4 Difference-in-Differences: Threats to Validity



Difference-in-Differences: Threats to Validity

1 Non-parallel dynamics

2 Compositional differences

3 Long-term effects versus reliability

4 Functional form dependence

Bias is a matter of degree. Small violations of the identification
assumptions may not matter much as the bias may be rather
small. However, biases can sometimes be so large that the
estimates we get are completely wrong, even of the opposite sign
of the true treatment effect.

Helpful to avoid overly strong causal claims for
difference-in-differences estimates.



Difference-in-Differences: Threats to Validity

1 Non-parallel dynamics: Often treatments/programs are
targeted based on pre-existing differences in outcomes.

“Ashenfelter dip”: participants in training programs often
experience a dip in earnings just before they enter the program
(that may be why they participate). Since wages have a
natural tendency to mean reversion, comparing wages of
participants and non-participants using DD leads to an upward
biased estimate of the program effect

Regional targeting: NGOs may target villages that appear
most promising (or worst off)



Checks for Difference-in-Differences Design

1 Falsification test using data for prior periods

2 Falsification test using data for alternative control group

3 Falsification test using alternative placebo outcome that is not
supposed to be affected by the treatment



Falsification test: Data for prior periods
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Falsification test: Data for prior periods
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Falsification test: Data for prior periods
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Falsification test: Data for prior periods
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Longer Trends in Employment (Card and Krueger 2000)



Falsification test: Alternative control group

THE AMERICAN ECONOMIC REVlEW SEPTEMBER 1994 

TABLE 3-AVERAGE EMPLOYMENT 	 THE RISE PER STORE BEFORE AND I ~ E R  


IN NEW JERSEY MINIMUM WAGE 


Stores by state Stores in New Jersey a Differences within N J ~  

Variable 
PA 
(i) 

NJ 
(ii) 

Difference, 
NJ-PA 

(iii) 

Wage = 

$4.25 
(iv) 

Wage = 

$4.26-$4.99 
(v) 

Wage r 
$5.00 
(vi) 

Low-
high 
(vii) 

Midrange-
high 
(viii) 

1. FTE employment before, 
all available observations 

2. FTE employment after, 
all available observations 

3. Change in mean FTE 
employment 

4. Change in mean FTE 
employment, balanced 
sample of storesC 

5. Change in mean FTE 
employment, setting 
FTE at temporarily 
closed stores to O d  

Notes: Standard errors are shown in parentheses. The sample consists of all stores with available data on employment. FTE 
(full-time-equivalent) employment counts each part-time worker as half a full-time worker. Employment at six closed stores 
is set to zero. Employment at four temporarily closed stores is treated as missing. 

astares in New Jersey were classified by whether starting wage in wave 1 equals $4.25 per hour ( N  = 101), is between 
$4.26 and $4.99 per hour ( N  = 140), or is $5.00 per hour or higher ( N  = 73). 

b~ i f fe rencein employment between low-wage ($4.25 per hour) and high-wage ( 2$5.00 per hour) stores; and difference 
in employment between midrange ($4.26-$4.99 per hour) and high-wage stores. 

'Subset of stores with available employment data in wave 1 and wave 2. 
this row only, wave-2 employment at four temporarily closed stores is set to 0. Employment changes are based on the 

subset of stores with available employment data in wave 1 and wave 2. 

TABLE 4-REDUCED-FORM MODELS FOR CHANGE IN EMPLOYMENT 

Model 

Independent variable (i) (ii) (iii) (iv) (v) 

1. New Jersey dummy 2.33 2.30 - - -
(1.19) (1.20) 

2. Initial wage gapa - - 15.65 14.92 11.91 
(6.08) (6.21) (7.39) 

3. Controls for chain and 	 no  yes no  yes yes 
ownershipb 

4. Controls for regionC 
5. Standard error of regression 
6. Probability value for controlsd 

Notes: Standard errors a re  given in parentheses. T h e  sample consists of 357 stores 
with available data  on  employment and starting wages in waves 1 and 2. The  
dependent variable in all models is change in F T E  employment. T h e  mean and 
standard deviation of the dependent variable are  -0.237 and 8.825, respectively. All 
models include a n  unrestricted constant (not reported). 

aProportional increase in starting wage necessary to raise starting wage to  new 
minimum rate. For stores in Pennsylvania the wage gap is 0. 

b ~ h r e edummy variables for chain type and whether or  not the store is company- 
owned are included. 

'Dummy variables for two regions of New Jersey and two regions of eastern 
Pennsylvania are  included. 

d~robab i l i tyvalue of joint F test for exclusion of all control variables. 

If placebo DD between original and alternative control group is not
zero, then the original DD may be biased



Triple DDD: Mandated Maternity Benefits (Gruber, 1994)



Triple DDD: Mandated Maternity Benefits (Gruber, 1994)



Triple DDD: Mandated Maternity Benefits (Gruber, 1994)



How useful is the Triple DDD?

The DDD estimate is the difference between the DD of
interest and the placebo DD (that is supposed to be zero)

If the placebo DD is non zero, it might be difficult to convince
reviewers that the DDD removes all the bias

If the placebo DD is zero, then DD and DDD give the same
results but DD is preferable because standard errors are smaller
for DD than for DDD



Difference-in-Differences: Further Threats to Validity

2 Compositional differences

In repeated cross-sections, we do not want the composition of
the sample to change between periods.

Example:

Hong (2011) uses repeated cross-sectional data from
Consumer Expenditure Survey (CEX) containing music
expenditures and internet use for random samples of U.S.
households

Study exploits the emergence of Napster (the first sharing
software widely used by Internet users) in June 1999 as a
natural experiment.

Study compares internet users and internet non-users, before
and after emergence of Napster



Compositional differences?

Table 8: 2SIV Estimates for Age and Family Groupsa

HHs w/children
Age 15-34

Aged 6-17
(1) (2)

A. DD Estimates
θ -3.432 (1.284) -3.258 (1.203)

B. 2SIV Estimates
θ0 -2.427 (0.949) -0.120 (1.092)
θ1 -2.719 (2.079) -22.510 (6.889)

the mean of imputed
downloading probability 0.346 0.140

aStandard errors in parentheses. The dependent variable is music expenditure
in 1998 dollar. All regressions are estimated by weighted least squares using the
CEX weights. Panel A reports the coefficient estimates for θ in the DD regression
(16) that includes controls such as age, education, income, appliance, occupation,
family composition, and region. Panel B reports the coefficient estimates for θ0
and θ1 in the regression (17) that includes various covariates. Bootstrap is used
to estimated standard errors.

Figure 1: Internet Diffusion and Average Quarterly Music Expenditure in the CEX
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Table 1: Descriptive Statistics for Internet User and Non-user Groupsa

Year 1997 1998 1999 2000
Internet User Non-user Internet User Non-user Internet User Non-user Internet User Non-user

Average Expenditure
Recorded Music $25.73 $10.90 $24.18 $9.97 $20.92 $9.37 $17.42 $8.22
Entertainment $195.03 $96.71 $193.38 $84.92 $182.42 $80.19 $164.88 $71.44

Zero Expenditure
Recorded Music .56 .79 .60 .80 .64 .81 .68 .83
Entertainment .08 .32 .09 .35 .14 .39 .17 .44

Demographics
Age 40.2 49.0 42.3 49.0 44.1 49.4 44.3 49.9
Income $52,887 $30,459 $51,995 $28,169 $49,970 $26,649 $47,510 $26,336
High School Grad. .18 .31 .17 .32 .21 .32 .22 .33
Some College .37 .28 .35 .27 .34 .27 .36 .27
College Grad. .43 .21 .45 .21 .42 .20 .37 .20
Manager .16 .08 .16 .08 .14 .08 .14 .07
Professional .23 .11 .22 .10 .21 .10 .19 .10
Living in a Dorm .12 0 .08 0 .05 0 .05 0
Urban .93 .87 .93 .86 .91 .87 .89 .86
Inside a MSA .84 .78 .83 .78 .83 .78 .81 .78
Pop. Size > 4 million .34 .26 .30 .26 .31 .25 .28 .25

Appliance Ownership
Computer .79 .27 .81 .28 .80 .28 .81 .32
Sound System .81 .57 .79 .58 .78 .56 .76 .56
VCR .83 .72 .86 .74 .86 .72 .85 .72

Total Households
(in million) 15 91 22 86 28 80 34 76

Observations 3,163 19,052 5,624 21,550 8,191 22,810 9,606 20,919

aAll the statistics are weighted using the weights provided by the CEX. Years refer to the period from June of the year to May of the next year. Total
households are computed by summing the CEX weights.

4
0

Diffusion of the internet changes samples (e.g. younger music fans
are early adopters)
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3 Long-term effects versus reliability:

Parallel trends assumption for DD is more likely to hold over a
shorter time-window

In the long-run, many other things may happen that could
confound the effect of the treatment

Should be cautious to extrapolate short-term effects to
long-term effects



Effect of War on Tax Rates (Scheve and Stasavage 2010)
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4 Functional form dependence: Magnitude or even sign of the
DD effect may be sensitive to the functional form, when
average outcomes for controls and treated are very different at
baseline

Training program for the young:

Employment for the young increases from 20% to 30%
Employment for the old increases from 5% to 10%
Positive DD effect: (30 − 20) − (10 − 5) = 5% increase

But if you consider log changes in employment, the DD is,
[log(30)− log(20)]−[log(10)− log(5)] = log(1.5)− log(2) < 0

DD estimates may be more reliable if treated and controls are
more similar at baseline

More similarity may help with parallel trends assumption
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Matching and difference-in-differences

Combine matching and difference-in-differences:

Match on pre-treatment covariates and (lagged) outcomes

Run difference-in-differences regression in matched data-set

Can also use inverse-propensity score weighting (Hirano,
Imbens, and Ridder 2003; Imai and Kim 2012)

Can also combine difference-in-differences with regression
discontinuity design or randomized experiment



How do newspaper endorsement affect vote choice?

Lenz and Ladd (2009) consider effect of shift in newspaper
endorsements to Tony Blair on Labour Vote Choice in the 1997
U.K. general election

Sun, 18 March 1997
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FIGURE 1 Persuasive Effect of Endorsement
Changes on Labour Vote Choice
between 1992 and 1997

This figure shows that reading a paper that switched to Labour
is associated with an (15.2 − 6.6 =) 8.6 percentage point shift to
Labour between the 1992 and 1997 UK elections. Paper readership
is measured in the 1996 wave, before the papers switched, or, if
no 1996 interview was conducted, in an earlier wave. Confidence
intervals show one standard error.

Among those who did, it rises considerably more: 19.4
points, from 38.9 to 58.3%. Consequently, switching pa-
per readers were 6.6% more likely to vote for Labour in
1992 and 15.2% more likely to do so in 1997. Thus, read-
ing a switching paper corresponds with an (15.2 − 6.6 =)
8.6 point greater increase in the likelihood of voting for
Labour. This statistically significant estimate of the bi-
variate treatment effect, presented in Column 1 of the top
section of Table 2, suggests that the shifts in newspaper
slant were indeed persuasive.

Of course, readers of the switching papers potentially
differ from control individuals on a myriad of attributes,
and these differences, rather than reading a paper that
switched, could be inflating this bivariate relationship. By
design, we reduce the possibility that such differences re-
sult from self-selection by measuring readership before
these papers unexpectedly switched to Labour. Neverthe-
less, differences could still exist. As is evident in Figure 1,
for instance, switching paper readers were more likely to
vote for Labour in 1992, which may also be indicative
of a greater predisposition among these readers toward
switching to Labour in the future.

To address the possibility that differences on other
attributes, not the slant changes, caused switching pa-

per readers’ greater shift to Labour, we condition on a
large number of potentially confounding variables. We
searched the literature and conducted our own analy-
sis to determine what other variables are associated with
shifting to a Labour vote. In all cases, we measure these
control (or conditioning) variables before the endorse-
ment shifts to avoid bias that can result from measuring
control variables after the treatment (posttreatment bias).
Unless otherwise specified, these are measured in the 1992
panel wave.10 Based on our analysis, the best predictor of
shifting to Labour is, not surprisingly, respondents’ prior
evaluations of the Labour Party (see Appendix Table 1).
Respondents who did not vote for Labour in 1992, but
who rated Labour favorably, are much more likely than
are others to shift their votes to Labour in 1997. To ac-
count for any differences in evaluations of Labour, we
include Prior Labour Party Support as well as Prior Con-
servative Party Support as controls. We also include indi-
cator variables for Prior Labour Vote, Prior Conservative
Vote, Prior Liberal Vote, Prior Labour Party Identification,
Prior Conservative Party Identification, Prior Liberal Party
Identification, and whether their Parents Voted Labour.

In addition to support for the parties, we find that a
six-item scale of Prior Ideology (Heath, Evans, and Mar-
tin 1994; Heath et al. 1999) proves a good predictor of
switching to a Labour vote. Given the housing market
crash earlier in John Major’s term (Butler and Kavanagh
1997, 247), we expect that a self-reported measure of
respondents’ Prior Coping with Mortgage might explain
vote shifts.11 We are also concerned that the tabloid for-
mat of the Sun and Daily Star might attract readers of a
lower socioeconomic status—Labour’s traditional base.
One might expect these readers to return to the rein-
vigorated Labour Party, which had been out of favor for
two decades. To account for such differences, we include
Prior Education, Prior Income, Prior Working Class Iden-
tification, whether a respondent is a Prior Trade Union
Member, whether he or she identifies as White, a six-item
scale of Prior Authoritarianism (Heath, Evans, and Mar-
tin 1994; Heath et al. 1999), as well as Prior Profession
and Prior Region. We also account for differences in Age
and Gender, both of which Butler and Kavanagh (1997,
247) find to be associated with switching one’s vote to
Labour in 1997. Finally, to account for further differences
between the treated and untreated groups on variables
that might moderate persuasion, we also include Prior

10For detailed descriptions and coding of these variables, see foot-
note 2.

11Since the housing market crash occurred after the 1992 interviews,
we also tried controlling for 1995 responses to this question, and
the results remained unchanged. This question was asked only in
1992, 1995, and 1997.
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TABLE 3 Comparing Covariates among the Treated and Untreated Groups

Difference
All (Treated Minus Untreated)

Covariates (Measured in 1992) Treated Untreated All Exact Genetic

Prior Labour Vote 0.389 0.323 0.066 0.000 0.000
(Labour 1, Other 0)

Prior Conservative Vote 0.389 0.404 −0.015 0.000 0.000
(Conservative 1, Other 0)

Prior Liberal Vote 0.156 0.188 −0.032 0.000 0.000
(Liberal 1, Other 0)

Prior Labour Party Identification 0.337 0.314 0.022 0.000 −0.005
(Labour 1, Other 0)

Prior Conservative Party Identification 0.412 0.418 −0.007 0.000 0.005
(Conservative 1, Other 0)

Prior Liberal Party Identification 0.133 0.154 −0.021 0.000 0.005
(Liberal 1, Other 0)

Prior Labour Party Support 0.488 0.462 0.025 0.000 −0.005
(Strongly Favor 1 to Strongly Oppose 0)

Prior Conservative Party Support 0.524 0.522 0.003 0.000 0.005
(Strongly Favor 1 to Strongly Oppose 0)

Prior Political Knowledge 0.545 0.671 −0.126 0.000 −0.007
(High 1, Mid .5, Low 0)

Prior Television Viewer 0.218 0.289 −0.071 −0.083 0.009
(Yes 1, No 0)

Prior Ideology 0.550 0.535 0.015 0.003 0.002
(Liberal 1 to Conservative 0)

Prior Ideological Moderation 0.650 0.652 −0.003 0.013 −0.011
(Moderate 1 to Extreme 0)

Prior Authoritarianism 0.537 0.528 0.009 0.014 0.006
(Low 1 to High 0)

Prior Trade Union Member 0.218 0.240 −0.022 −0.010 0.019
(Yes 1, No 0)

Prior Working-Class Identification 0.716 0.581 0.134 0.068 −0.001
(Working Class 1, Other 0)

Parents Voted Labour 0.436 0.354 0.082 0.062 0.000
(Yes 1, No 0)

Prior Coping with Mortgage 0.291 0.337 0.046 0.000 0.018
(Difficult 1 to Not Difficult/NA 0)

Prior Education 0.598 0.514 0.105 0.089 0.008
(College 1 to No Education 0)

Prior Income 0.469 0.386 −0.074 −0.058 −0.009
(High 1 to Low 0)

Prior Age 0.464 0.453 −0.018 −0.020 0.003
(Old 1 to Young 0)

Gender 0.508 0.442 −0.101 −0.115 0.000
(Male 1, Female 0)

White 0.986 0.976 0.010 0.021 0.000
(White 1, Nonwhite 0)

n 211 1382 211/1382 192/192 211/211

Additional Balance Check
Labour Vote Intention in 1996 0.508 0.442 0.066 0.022 0.017

(Labour 1, Other 0)
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TABLE 2 Persuasive Effect of Endorsement Changes on Labour Vote Choice between 1992 and 1997

Preprocessed with Matching

Exact on Genetic on
Selected Variables All Variables Instrumented

Multivariate Multivariate Multivariate with 1992
Bivariate (Probit) Bivariate (Probit) Bivariate (Probit) Readership

Among All Readers
Treatment Effect (%) 8.6 12.2 10.9 14.0 10.4 9.6 10.9

(Standard error) (3.0) (3.6) (4.1) (6.0) (4.3) (4.9) (5.2)
n Treated / n Control 211/1382 211/1382 192/192 192/192 211/211 211/211 211/1382

Among Habitual Readers
Treatment Effect (%) 12.7 23.1 17.9 23.4 15.8 25.7 13.4

(Standard error) (4.1) (6.4) (5.4) (11.3) (6.6) (9.0) (5.6)
n Treated / n Control 102/1382 102/1382 95/95 95/95 102/102 102/102 102/1382

This table shows that reading a newspaper that switched to Labour in the 1997 election led voters to switch to Labour, an effect that persists
when controlling for the variables listed in Table 3. Bivariate analyses are simply a difference-in-differences means test. In multivariate
probit models, vote choice in 1997 is the dependent variable, and explanatory variables include the treatment and the variables listed in
Table 3. For these models, the table reports the marginal treatment effect and standard error for a 1992 Prior Conservative voter, with
Prior Ideology, Prior Conservative Party Support, and Prior Labour Party Support set to the means for such a voter, and all other variables
set to the sample means. Parameter estimates from multivariate probit models are reported in Table 1A in the appendix. Exact matching
is performed using Prior Labour Vote, Prior Conservative Vote, Prior Liberal Vote, Prior Labour Party Identification, Prior Conservative
Party Identification, Prior Liberal Party Identification, Prior Labour Party Support, Prior Conservative Party Support, and Prior Political
Knowledge. Genetic matching is performed using all variables in Table 3. In the matching analyses, unmatched observations are discarded
before parametric estimation, and the remaining observations are weighted to equalize treated and control subclasses. In the bottom half
of the table, those who were not habitual readers of switching papers are excluded from the analysis. Standard errors are in parentheses.

Political Knowledge and whether the respondent is a Prior
Television Viewer or a Prior Daily Newspaper Reader. Fi-
nally, given that Blair positioned himself as a centrist,
moderates may have shifted to Blair at higher rates, so we
also include a measure of Prior Ideological Moderation cre-
ated by folding over the six-item ideology scale. Except
for 1992 vote choice, missing values on these variables
are imputed.12 The results remain substantively identical
without the imputation.

Reassuringly, readers of switching papers are in fact
surprisingly similar to control respondents on these co-
variates. Table 3 compares the characteristics of the two
groups. Relative to untreated individuals, treated respon-
dents are a bit less politically knowledgeable, more work-
ing class, more educated, and more female. The net di-
rection of the bias from these differences is not obvious
a priori. Some differences likely predispose the treated to
shift toward Labour, while others predispose them against
shifting.

12We impute to avoid bias caused by list-wise deletion (King et al.
2001). Without the imputation, list-wise deletion reduces the num-
ber of respondents in the untreated group by 72 and the treated
group by only six.

Does the evidence of persuasion hold after control-
ling for these differences? Columns 2–6 of the top section
of Table 2 present estimates of the treatment effect after
applying various methods to account for them. We first
describe the methods used in each column and then dis-
cuss the estimates. Column 2 uses a parametric approach:
a probit model that includes all the variables listed in
Table 3 as controls, with most categorical variables en-
tered as a series of indicator variables, including fixed
effects for region and occupation (see Table 1A in the
appendix for the full results).

Controlling for differences parametrically, however,
has the disadvantage of making assumptions about the
functional form of covariates that, if false, can bias es-
timates of causal effects (Achen 2002). This is especially
true when treated and control groups differ on key co-
variates. For example, our probit model assumes that
the effect of Working-Class Identification on switching
to Labour is linear (in the probit link function). Since
treated and untreated individuals do differ somewhat on
this variable, the model would fail to account correctly
for these differences if this variable’s effect on switching
to Labour is nonlinear. This problem potentially applies
to other functional form assumptions such as possible



How do Elections Affect Government Perfomance?

Sances (2013):

Uses original dataset of 920 towns in New York state, over a
period where about 400 towns changed their method of
choosing property tax officials.

Plausibly exogenous changes: in 1970, state passes law
requiring towns to switch to appointed tax assessors unless
they proactively pass a local law via referendum to keep
elected assessors.

Clear measure of performance — how much is the official over
or under valuing property? (Compare assessment value to sale
value.)



Sances (2013)
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