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What is This Class About?

An introduction to causal inference methods in social science research

Methods designed to assess the impact of some potential cause (e.g.,
an intervention, a change in institutions, economic conditions, or
policies) on some outcome (e.g., vote choice, income, election results,
levels of violence)

We teach you the toolkit of modern causal inference methods as they
are now widely used across academic fields, government, industry, and
non-profits

Causal inference skills are useful to make better decisions and valuable
on the job market
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What is This Class About?

We learn all three: research design, statistics, and data analysis

The topics include experiments, matching, regression, sensitivity
analysis, difference-in-differences, panel methods, instrumental variable
estimation, and regression discontinuity designs.

Applications are drawn from various fields including political science,
public policy, business, health, economics, and sociology
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Causal Inference

Statistics can be used for many purposes:

Description

Prediction

Causal inference

Relatively new subfield within statistics

Highly interdisciplinary, rapidly expanding

Mummolo (Stanford) 5 / 22



Causal Inference

Statistics can be used for many purposes:

Description

Prediction

Causal inference

Relatively new subfield within statistics

Highly interdisciplinary, rapidly expanding

Mummolo (Stanford) 5 / 22



Causal Inference

Statistics can be used for many purposes:

Description

Prediction

Causal inference

Relatively new subfield within statistics

Highly interdisciplinary, rapidly expanding

Mummolo (Stanford) 5 / 22



How Can we Draw Causal Inference?

Anecdotes, Intuition, and Theory

Correlations

Regressions

These methods are all severely prone to error. Causal inference is a
hard problem and invalid causal reasoning is one of the most common
errors in human judgment, news reporting, and scientific studies!
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Anecdotes

“My grandmother Annie smoked two packs a day and lived until she
was 95 years old.”

For every anecdote you know, there might be many that you do
not know that show the opposite pattern

We often only raise those anecdotes that we like to see to justify
actions or behaviors

All that the anecdotes suggests is that Annie was prone to have a
long life

The key question for causal inference is about the unobserved
counterfactual: how long would Annie have lived had she never
smoked a single cigarette?
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Correlations
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Correlations

The problem with correlations for causal inference is that they
often arise for reasons that have nothing to with the causal
process under investigation (spurious correlation)

Correlations are often driven by selection effects:

It’s not that men make dogs more aggressive, but men might simply
prefer more aggressive dogs.
Basketball players are tall, but does playing basketball make you
taller?

Correlations are often driven by confounding factors: ice cream
sales are correlated with murder rates throughout a typical year.
Does not mean ice cream causes murders. Confounding factor:
weather.

Correlations are neither a necessary nor sufficient condition for
causality. Why unnecessary?
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Correlations
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Regressions
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Regressions
T h e  n e w  e ng l a nd  j o u r na l  o f  m e dic i n e

n engl j med 357;4 www.nejm.org july 26, 2007376

risk of obesity was also about 20% higher for al-
ters’ alters (at two degrees of separation) and 
about 10% higher for alters’ alters’ alters (at three 
degrees of separation). By the fourth degree of 
separation, there was no excess relationship be-
tween an ego’s obesity and the alter’s obesity. 
Hence, the reach of the obesity clusters was three 
degrees.

Figure 3B indicates that the effect of geo-
graphic distance is different from the effect of 
social distance. Whereas increasing social dis-
tance appeared to decrease the effect of an alter 
on an ego, increasing geographic distance did not. 
The obesity of the most geographically distant 
alters correlated as strongly with an ego’s obesity 
as did the obesity of the geographically closest 
alters. These results suggest that social distance 
plays a stronger role than geographic distance in 
the spread of behaviors or norms associated with 
obesity.

We evaluated the extent of interpersonal asso-
ciation in obesity with the use of regression 
analysis. Our models account for homophily by 
including a time-lagged measurement of the 
alter’s obesity. We evaluated the possible role of 

unobserved contemporaneous events by separate-
ly analyzing models of subgroups of the data in-
volving various ego–alter pairings. Figure 4 sum-
marizes the associations.

If an ego stated that an alter was his or her 
friend, the ego’s chances of becoming obese ap-
peared to increase by 57% (95% confidence in-
terval [CI], 6 to 123) if the alter became obese. 
However, the type of friendship appeared to be 
important. Between mutual friends, the ego’s risk 
of obesity increased by 171% (95% CI, 59 to 326) 
if an alter became obese. In contrast, there was 
no statistically meaningful relationship when the 
friendship was perceived by the alter but not the 
ego (P = 0.70). Thus, influence in friendship ties 
appeared to be directional.

The sex of the ego and alter also appeared to 
be important. When the sample was restricted to 
same-sex friendships (87% of the total), the prob-
ability of obesity in an ego increased by 71% 
(95% CI, 13 to 145) if the alter became obese. 
For friends of the opposite sex, however, there 
was no significant association (P = 0.64). Among 
friends of the same sex, a man had a 100% (95% 
CI, 26 to 197) increase in the chance of becom-
ing obese if his male friend became obese, where-
as the female-to-female spread of obesity was 
not significant (38% increased chance; 95% CI, 
−39 to 161).

Among pairs of adult siblings, one sibling’s 
chance of becoming obese increased by 40% 
(95% CI, 21 to 60) if the other sibling became 
obese. This phenomenon appeared to be more 
marked among siblings of the same sex (55%; 
95% CI, 26 to 88) than among siblings of the 
opposite sex (27%; 95% CI, 3 to 54), although the 
difference was not significant (P = 0.16). Among 
brothers, an ego’s chance of becoming obese in-
creased by 44% (95% CI, 6 to 91) if his alter be-
came obese, and among sisters, an ego’s chance 
of becoming obese increased by 67% (95% CI, 
27 to 114) if her alter became obese. Obesity in 
a sibling of the opposite sex did not affect the 
chance that the other sibling would become 
obese.

Among married couples, when an alter became 
obese, the spouse was 37% more likely (95% CI, 
7 to 73) to become obese. Husbands and wives 
appeared to affect each other similarly (44% and 
37%, respectively). Finally, we observed no effect 
on the risk that an ego would become obese if 
an immediate neighbor became obese.
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Figure 4. Probability That an Ego Will Become Obese According to the Type 
of Relationship with an Alter Who May Become Obese in Several Subgroups 
of the Social Network of the Framingham Heart Study.

The closeness of friendship is relevant to the spread of obesity. Persons in 
closer, mutual friendships have more of an effect on each other than persons 
in other types of friendships. The dependent variable in each model is the 
obesity of the ego. Independent variables include a time-lagged measure-
ment of the ego’s obesity; the obesity of the alter; a time-lagged measure-
ment of the alter’s obesity; the ego’s age, sex, and level of education; and 
indicator variables (fixed effects) for each examination. Full models and 
equations are available in the Supplementary Appendix. Mean effect sizes 
and 95% confidence intervals were calculated by simulating the first differ-
ence in the contemporaneous obesity of the alter (changing from 0 to 1) 
with the use of 1000 randomly drawn sets of estimates from the coefficient 
covariance matrix and with all other variables held at their mean values.

The New England Journal of Medicine 
Downloaded from nejm.org at STANFORD UNIVERSITY on March 30, 2016. For personal use only. No other uses without permission. 

 Copyright © 2007 Massachusetts Medical Society. All rights reserved. 
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Regressions

Regressions are simply refined correlations that try to control for
other confounding factors. Problems:

The list of all potential confounding factors is a bottomless pit.
How to properly control for confounders is often up for debate /
unknown.

People whose friends tend to be obese might differ in many ways
from those whose friends are not obese:

They might be poorer economically, live in areas with easier access
to healthier food, have less access to sports, different hobbies,
eating habits, etc.

For causal inference we need to ask: among people who are
identical in all respects, does making friends with obese persons
really make them more likely to become obese?
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Regressions
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How can we conduct causal inference?

Research Design

Statistical 
Theory

Data
Analysis

Mummolo (Stanford) 15 / 22



Causal Inference Workflow
Causal Inference Workflow

Data  Estimator  Estimate

Identification Strategy

Quantity of Interest

Ideal Experiment

Causal Relationship
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Roadmap for the Course

Potential Outcomes Model

Random Assignment
Design and Analysis of Experiments

Selection on Observables

Matching, Regression
Sensitivity Analyses

Selection on Unobservables
Longitudinal Research Designs: Difference-in-Differences, Panel
Methods, and related methods

Cross-Sectional Designs: Instrumental Variables, Regression
Discontinuity Design
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Prerequisites

This course assumes a undergraduate level knowledge of linear
regression, probability, and statistical computing in R as covered in
the PS 150A and B.

A willingness to work hard on possibly unfamiliar material

Pride is the enemy of learning.

Ask questions! Use Piazza! Come to office hours!

A correlate of whether you might have the background:

lm(Y ∼ X1+X2,data=dataset)

X̄ = 1
N

∑N
i=1 Xi

s2 = 1
N−1

∑N
i=1(Xi − X̄ )2
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Requirements

Weekly readings
Read slow, some material should be read multiple times, and do
not skip equations. All of this material can show up on a test.

Bi-weekly homework assignments (32 % of the final grade)
Posted on Wed. ; due following Wed. before class.
Can work in groups, but attempt solo first.
Provide your own printed write-up and submit code files.

Midterm (32% of the final grade). May 4 in class (tentative date).

Final exam (32% of the final grade).

Class participation (4% of the final grade)
“Causal Claim of the Week”: identify causal claim made in the
news; summarize evidence provided; what would be ideal
experiment?
One-page (double-spaced), discuss for a few mins. at start of class
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One-page (double-spaced), discuss for a few mins. at start of class
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Housekeeping

Weekly recitations:
Friday, 1:30 PM - 3:20 PM at Encina Hall 464

Material will mostly be review of lecture, but anything in section can
be on a test. (Attendance is strongly encouraged!)

Piazza course website will have slides, homework, data sets, and some
additional readings:
https://piazza.com/stanford/spring2016/150c355c/home

You can sign up on the Piazza course page directly from the above
address. There are also free Piazza apps for mobile devices.

Use OHs and Piazza to ask questions about the course and homework.

Office hours:

Jonathan: Thursday 2-4 pm and by appointment
Matt: Wed. 3:30pm-5pm and by appointment
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Readings

Books:

Angrist, Joshua D. and Jörn-Steffen Pischke. 2009. Mastering
Metrics. Princeton University Press.

Gerber, Alan S., and Donald P. Green. 2012. Field Experiments. W.
W. Norton.

Angrist, Joshua D. and Jörn-Steffen Pischke. 2009. Mostly
Harmless Econometrics: An Empiricist’s Companion. Princeton
University Press.

Some assigned articles

Will be posted on course website
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Stanford’s Notes on Academic Integrity
Students are held accountable for adhering to established community
standards including the Fundamental Standard and the Honor Code

Fundamental Standard:

Students at Stanford are expected to show both within and without
the University such respect for order, morality, personal honor and
the rights of others as is demanded of good citizens. Failure to do
this will be sufficient cause for removal from the University.
Please review at: https://communitystandards.stanford.
edu/student-conduct-process/
honor-code-and-fundamental-standard

Examples of violations of the Honor Code include:
Copying from another’s examination paper, unpermitted
collaboration, plagiarism, giving or receiving unpermitted aid on a
take-home examination, etc.
Please review at: https://communitystandards.stanford.
edu/student-conduct-process/
honor-code-and-fundamental-standard
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